
Next Steps 

The competition was organised under 3  

Challenges focused on different domains. 

 

It was run in open-mode participation:  

participants run their own algorithms and  

sent results over the test set. 

D. Karatzas, F. Shafait, S. Uchida, M. Iwamura, L. Gomez, S. Robles, 

J. Mas, D. Fernandez, J. Almazán, L.P. de las Heras 

ICDAR 2013 Robust Reading Competition 

Challenge 1 ï Reading 

Text in Born Digital Images 

Challenge 2 ï Reading 

Text in Static Images 

Challenge 3 ï Reading 

Text in Video Sequences 
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 The focus of this Challenge are images 

designed on computers to 

be used in electronic 

documents such as Web 

pages and email messages. 

Challenges include low  

resolution, compression artefacts and anti-aliasing. 

Compared to the 2011 edition, the 2013 one features 

more test  

Images and the  

introduction of 

ñDonôt Careò  

regions 

Ground truth was provided as a list of isothetic word rectangles for each image. 

 

We used the performance evaluation framework  of Wolf  and  Jolion [1]. 

Å Takes into account both bounding box area overlapping and precision at the level  

   of detection counts 

Å Ways to deal with one-to-many and many-to-one cases 

Å Set up to penalise over-segmentation, but no under-segmentation 
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Ground truth was provided as a set of colour coded images. Background is denoted in 

white, while each atom is encoded in a different (non-white) colour. 

 

We used an adaptation of the performance evaluation framework of Clavelli et al [2]. It  

measures the degree to which morphological properties of the text are preserved,  

as opposed to simply counting the number of misclassified pixels. 

 

Words were cut-out from all dataset images, and a single text file with word  

transcriptions was provided as ground truth. 

 

The recognition performance of participating methods was measured  

based on a normalised edit distance metric, while we also report statistics  

on correctly recognised words. 

The focus of this Challenge are real-scene  

images, taken in urban  

environments. These are usually  

high-resolution images , while  

typical challenges include   

illumination artefacts, perspective  

variations and occlusions. 

Compared to the 2011 edition, the 2013 one features 

pixel level  

ground truth  

and introduces 

ñDonôt Careò  

regions 

The focus of this Challenge are real-scene  

videos. Methods developed for static  

images do not usually work in this 

domain, as video frames are  of  

lower quality, with substantial motion 

blur. Tracking is a key component of 

a text extraction system for videos. 

Video sequences collected in different languages. Users 

were given 7 

different tasks 

and used 4 

different  

cameras 

Training Set 
Online 
28/2 

Web Site Online 
Registrations Open 
15/1 

February March January April 

Test Set Available and  
Submission Open 
29/3 

Submission 
Closed 
8/4 

Visits of the Web Site (Unique Visitors) 2,296 (842) 

Registered Users 103 

Total Number of Individual Participants 15 

Total Number of Submissions 52 (42 excluding variants) 

Challenge 1 #Submissions (#Participants) 17 (8) 

Challenge 2 #Submissions (#Participants) 22 (13) 

Challenge 3 #Submissions (#Participants) 1 (1) 
Timeline of the competition along with visits received at the 

Web site 

Training Dataset (Full Images) 420 

Test Dataset (Full Images) 141 

Training Dataset (Word Images) 3564 

Test Dataset (Word Images) 1439 

Training Dataset (Full Images) 229 

Test Dataset (Full Images) 233 

Training Dataset (Word Images) 848 

Test Dataset (Word Images) 1095 

Number of Videos in Training Set 13 

Number of Frames in Training Set 5,486 

Number of Videos in Test Set 15 

Number of Frames in Test Set 9,790 

Total Video Length 9ǋ35ǋǋ 

11, 15, 42, 28, " How" 
41, 16, 61, 28, "to"  
8, 33, 36, 46, "Find"  
41, 32, 64, 46, "the"  
11, 50, 61, 65, "Perfect"  
16, 69, 56, 82, "HDTV"  

Dataset Images Text Localisation GT 

Text Segmentation GT 

Method Name Recall Precision F-Score 

USTB_TexStar 82.38% 93.83% 87.73% 

TH-TextLoc 75.85% 86.82% 80.97% 

I2R_NUS_FAR 71.42% 84.17% 77.27% 

Baseline 69.21% 84.94% 76.27% 

Text Detection 73.18% 78.62% 75.80% 

I2R_NUS 67.52% 85.19% 75.33% 

BDTD_CASIA 67.05% 78.98% 72.53% 

OTCYMIST 74.85% 67.69% 71.09% 

Inkam 52.21% 58.12% 55.01% 
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Method Name Recall Precision F-Score 

USTB_TexStar 66.45% 88.47% 75.90% 

Text Spotter 64.84% 87.51% 74.49% 

CASIA_NLPR 68.24% 78.89% 73.18% 

Text_Detector_CASIA 62.85% 84.70% 72.16% 

I2R_NUS_FAR 69.00% 75.08% 71.91% 

I2R_NUS 66.17% 72.54% 69.21% 

TH-TextLoc 65.19% 69.96% 67.49% 

Text Detection 53.42% 74.15% 62.10% 

Baseline 34.74% 60.76% 44.21% 

Inkam 35.27% 31.20% 33.11% 
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Method Name Recall Precision F-Score 

USTB_FuStar 80.01% 86.20% 82.99% 

I2R_NUS 64.57% 73.44% 68.72% 

OTCYMIST 65.75% 71.65% 68.57% 

I2R_NUS_FAR 59.05% 80.04% 67.96% 

Text Detection 49.64% 69.46% 57.90% 
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Method Name Recall Precision F-Score 

I2R_NUS_FAR 68.64% 80.59% 74.14% 

NSTextractor 63.38% 83.57% 72.09% 

USTB_FuStar 68.03% 72.46% 70.18% 

I2R_NUS 60.33% 76.62% 67.51% 

NSTsegmentator 68.00% 54.35% 60.41% 

Text Detection 62.03% 57.43% 59.64% 

OTCYMIST 41.79% 31.60% 35.99% 
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Method Name Total Edit 

Distance 

Correctly Recognized 

Words (%) 

PhotoOCR  105.5 82.21 

MAPS  196.2 80.4 

PLT  200.4 80.26 

NESP  214.5 79.29 

Baseline  409.4 60.95 

Method Name Total Edit 

Distance 

Correctly Recognized 

Words (%) 

PhotoOCR  122.7 82.83 

PicRead  332.4 57.99 

NESP  360.1 64.20 

PLT  392.1 62.37 

MAPS  421.8 62.74 

Feildôs Method  422.1 47.95 

PIONEER  479.8 53.70 

Baseline  539.0 45.30 

TextSpotter  606.3 26.85 
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Method Name MOTP MOTA ATA 

TextSpotter 0.67 0.23 0.12 

Baseline 0.63 -0.09 0.00 

Evaluation based on CLEAR-MOT [3, 4], and VACE [5] 

metrics: 

Å Multiple Object Tracking  

Precision (MOTP) 

Å Multiple Object Tracking  

Accuracy (MOTA) 

Å Average Tracking Accuracy (ATA) Ground Truth XML 

<?xml version="1.0" encoding="us - ascii "?>  
<Frames> 
  <frame ID="1" />  
...  
  <frame ID="434">  
    <object Transcription=" Badia " ID="377001"  
    Language="#ÁÔÁÌÁÎƧ 1ÕÁÌÉÔÙ="MODERATE"> 
      <Point x="446" y="58" />  
      <Point x="447" y="69" />  
      <Point x="484" y="67" />  
      <Point x="484" y="55" />  
    </object>  
...  
  </frame>  
  ...  
  <frame ID="1860" />  
</Frames> 
 

0, 1, 177, 32, " \ "HIGHER" 
11, 35, 182, 63, "SAVINGS"  
12, 67, 183, 103, "RATES \ ""  
50, 114, 56, 120, "A"  
60, 114, 91, 120, "reward"  
96, 114, 108, 120, " ÆÏÒƧ 
...  
 

Dataset Images 

Cut-out word images Word Recognition GT 

1.png, " okcupid "  
2.png, "How"  
3.png, "to"  
4.png, " &ÉÎÄƧ 
6.png , "Perfect"  
7.png, "HDTV"  
8.png, "Creative"  
9.png, " 0ÒÉÎÔÉÎÇƧ 
11.png , "KIDS ƙƧ 
13.png , "ENGLISH"  
14.png, "ONLINE"  
15.png, " \ " HIGHERƧ 

1.png  2.png  3.png  4.png  

6.png  7.png  8.png  9.png  

11.png  13.png  14.png  15.png  

The competition remains open in a continuous mode! 

(http://dag.cvc.uab.es/icdar2013competition) 

 

Å Datasets freely available 

Å Online performance evaluation functionality 

Å Advanced visualisation of results 

Å Instant ranking tables 


